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This paper discusses convergence properties of polynomials whose zeros lie on
the real axis or in the upper half-plane. A result of Levin shows that uniform
convergence of such polynomials to a non-zero limit on a complex sequence
converging not too fast to a limit in the lower half-plane implies locally uniform
convergence in C. We give a relatively simple proof of this result and present
several extensions and examples which show that the criterion in Levin's theorem
is almost sharp. re 1994 Academic Press, Inc.

1. INTRODUCTION AND STATEMENT OF RESULTS

An entire function is in ,29.9', the Laguerre-P6lya class, if and only if it
is the local uniform limit in C of a sequence of polynomials with only real
zeros. An entire function is in 9'-&, the P6lya-Obrechkoff class, if and
only if it is the local uniform limit in C of a sequence of polynomials whose
zeros lie in the closed upper half-plane. Each of 2'-9' and giJ-&' consists
of functions of order at most 2 and of a particular form, see [2].

Polynomials 'vith only real zeros, or with only zeros in the closed upper
half-plane, have the interesting property that uniform convergence of a
sequence of such polynomials on a suitable small set implies locally
uniform convergence-in C. The first result in the former case was obtained
by P6lya [6] who showed that a domain in C is suitable. The corresponding
result in the latter case was proved by Lindwart and P6lya [4]. They proved
the following:

THEOREM 1.1. (Lindwart-P6Iya). Let (Pn) be a sequence of polynomi­
als all o/whose zeros are in the closed upper half-plane. Suppose that (Pn)

converges uniformly on a domain in C which meets the lower half-plane, to a
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(2)

limit function not identically zero. Then (Pn) converges locally uniformly to a
function in .9-&'.

Later Bernstein [1], Korevaar and Loewner [2], and Levin [3] gave
various extensions of these results. The most general result was given by
Levin, which we state in the following form:

THEOREM 1.2. (Levin). Let (Pn ) be a sequence of polynomials whose
zeros are in the closed upper half-plane. Let (z) be a complex sequence
converging to ? with 1m? s 0, such that for some fixed number r E (0,1)
we have

rlz j -?I s IZ j + 1 -?I (j ~ 1). (1)

Suppose that (Pn) converges uniformly on K = {z) u {?} to a limit function
which is non-zero at ? Then (Pn) converges locally uniformly in C to a
function in !Jl!-&.

The results of Bernstein and Levin were overlooked by many re­
searchers. Clearly, Korevaar and Loewner were not aware of Bernstein's
paper. The present authors were not aware of the work of Bernstein and
Levin for some time, and an earlier version of this paper contained a
result that was in essence Levin's Theorem 1.2 for the case of polynomials
with real zeros.

Before we came across Levin's paper [3] we were preparing a second
paper in which we proved independently, among other things, the full
result of Levin. We give this proof below. It is of interest since it is more
concise (and perhaps more elegant) than that of Levin who, unlike us, uses
estimates on the coefficients of the polynomials.

From Theorem 1.2 we deduce quite easily an interesting corollary.

COROLLARY 1.3. Let (p,) be a sequence of polynomials whose zeros are
in the closed upper half-plane and suppose that (Pfl) converges to a function
f in measure (Lebesgue) on some set E c R of positive measure with
{x E Elf(x) * O} of positive measure. Then f is equal almost everywhere on
E to a function in 9'-&' and (Pfl) converges locally uniformly in C.

Of course, Theorem 1.2 also applies to polynomials having only real
zeros. In this case it is perhaps natural to deal with real sequences (z).
Our next result shows that in this special case the result of Theorem 1.2 is
not far from being the best possible.

THEOREM 1.4. Let (x j) be a strictly decreasing sequence of reals such
that x j ~ t (j ~ x) and

'fXj+l-~
In = 0,

j x j - ~
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Then there exists a sequence (Pn) of polynomials whose zeros are real, which
converges uniformly to 1 on K = {x) U {~}, but not on any neighbourhood
of f

To bridge the gap between Theorems 1.2 and 1.4 we need to consider
real decreasing sequences (x) with limit ~ satisfying

x - ~. f j+ I 0In = ,
j x j - ~

Xj+l-~ 1
sup = .

j x j - ~
(3)

We have not been able to settle this case completely. We give examples of
sequences (x j ) satisfying (3) for which there exist polynomials as in
Theorem 1.4, and other examples for which such polynomials do not exist.
For the precise conditions, see Section 4.

The next result shows that if ( is the limit of (z) and 1m ( < 0, then it
is sufficient that the Zj approach? from different directions, as specified
below, for the conclusion of Theorem 1.2 to hold.

THEOREM 1.5. Let (z) be a complex sequence with

limz j =(,
J-->OO

1m « o.

Suppose that there is some r > 0 such that for every in there exist i, k ~ in
such that

where Zj - ? = pjeid>,. Let (Pn) be a sequence of polynomials whose zeros lie
in the closed upper half-plane and suppose that (Pn) converges pointwise on
K = {z) u {?} to f, where f(z) *" 0, Z E K. Then (Pn) converges locally
uniformly in C to a function in 9'-&.

In contrast to the proof of Theorem 1.2, the proof of Theorem 1.5
requires a more detailed look at the zeros of the polynomials PII. It is in
the same spirit as the proofs in [2].

Finally, we present some more examples to illustrate our results to
supplement those discussed following the proof of Theorem 1.4.

2. LEVIN'S THEOREM

The two main ingredients which will be used in the proof of Theorem
1.2 are the Lindwart-P6lya result stated in the Introduction, and the
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classical result of Montel [5] on uniform bounded families of analytic
functions, which we state for convenience as follows:

THEOREM 2.1. (Monte I). Every sequence (fn) of analytic functions uni­
formly bounded on an open set U has a subsequence which converges locally
uniformly in U.

As a final remark before the proof we note that it suffices to show that a
subsequence of (Pn ) converges locally uniformly in C, since all possible
limit functions are the same as they coincide on K.

Proof of Theorem 1.2. By considering z) = Z j -?, j(z) = f( z +
O/f(o' Pn(z) = p/z + O/Pn(O, we may assume

? = 0, f(O) = 1, Pn(O) = 1 (n z 1).

For every n, let an > 0 be such that

max IPn(z)j=2.
Izl=un

(4)

[Since Pn(O) = 1 and assuming Pn is not a constant, the number an IS
uniquely determined. If Pn is a constant then an = 00.]

If the sequence (an) remains bounded away from 0, then there exists a
neighbourhood U of 0 such that the polynomials Pn are uniformly bounded
on U. Theorem 2.1 shows that some subsequence of (p,) converges locally
uniformly on U. Hence, passing to that subsequence, we may .assume that
(Pn ) converges locally uniformly in U. The limit function does not vanish
identically, since pn(O) = 1 for every n. Now Theorem 1.1 implies that the
subsequence converges locally uniformly in C. So the theorem follows
provided the sequence (a,) is bounded away from O.

To obtain a contradiction suppose (an) is not bounded away from O.
Passing to a subsequence we thus assume

lim an = O.
n---i>OC

We introduce auxilliary polynomials qn given by

(5)

(6)

The polynomials qn have their zeros in the closed upper half-plane and
are uniformly bounded by the value 2 on the unit disk. Using the same
arguments as above, we find a subsequence of (qn) which converges locally
uniformly in C. Passing to this subsequence we find that (qn) converges
locally uniformly in C. We denote the limit function by q.
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Next, let for kEN, A k be the annular region given by
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Fix k. Because of (1) and (5) there exists, for all n sufficiently large [in
fact, all n such that an $ Iz II], an index j n such that

a r k + 1 < Iz I < a r k
n - JM - n ,

that is, a;; 1Zjn E A k • By (5) and (7) we have limn ~oo Zjn = O. Then

(7)

which tends to 0 as n ~ 00, since (P n ) converges uniformly on K to f and
f is continuous at O. It follows that q assumes the value 1 in the region
A k • Since k is arbitrary, q(z) = 1 at an infinite number of points with 0 as
limit point. Since q is an entire function, q has to be identically 1.

However, from (4) and (6) it follows that Iqn(z)[ = 2 for some z on the
unit circle Iz I = 1 and therefore Iq( Z ) I = 2 somewhere on the unit circle.
This is a contradiction. Hence (5) cannot hold and the theorem is proved.

I
Proof of Corollary 1.3. There is a set Eo c E of positive measure on

which f(x) is everywhere non-zero and on which qn ~ f (n ~ 00) uni­
formly for some subsequence (qn) of (Pn), see [8, p. 92], so that f is
continuous on Eo. Almost all points of Eo are points of density, see
[9, p. 371], and choose such a point a E Eo so that

. meas( Eo n [a - h, a + h])
hm = 1.

h---.O+ 2h

Choose ho > 0 so that for 0 < h $ ho'

meas( Eo n [a - h, a + h]) 7
----------- > -.

2h 8

Define h j = rjh o and consider Eo n [a + hjl2, a + 3hjI4]. If this set is
empty, then

and this is impossible by the choice of h j and h o' Hence there is a point of
Eo in [a + hjl2, a + 3hjl41 and we choose such a point and denote it
by Xj'
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The sequence of points (x) satisfies the inequalities

j '? O.

These inequalities ensure that (x) is a strictly decreasing sequence with
limit a and that

Hence (x) satisfies the condition (1) of Theorem 1.2 with r = 1/4. By
Theorem 1.2, (qn) converges locally uniformly in C to a function in 2'-.9'
that agrees with f a.e. on E.

By the same argument every subsequence of (Pn ) contains a subse­
quence that converges locally uniformly in C to the same function in 2'-.9'.
It follows that (Pn ) converges locally uniformly in C and the corollary is
proved. I

Remark. A similar argument proves the corresponding result for point­
wise convergence.

3. THE CASE lim inf((x j + I - O/(Xj - g» = 0,
lim sup((x j + 1 - O/(Xi - 0) < 1

Proof of Theorem 1.4. Assume that the conditions of Theorem 1.4 are
satisfied with g = O. Let Cj = x j + Jx j • Choose a subsequence Un) of the
positive integers for which ci

n
~ 0 (n - 00).

Consider the polynomials

Z i" ( Z )
PII ( Z) = I + C- TI 1 - - ,

xi" k ~ I X k

(8)

where C> 0 will be specified later. For 1 ::; j ::; jll' p/x) = 1; and for

j > jn'

(n- oo ).

Therefore Vn - 1 (n ~ 00) uniformly on K. Since p~(O) = C/x jn --7 00
(n - 00) the polynomials do not converge uniformly in any neighbourhood
of O.
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We now show that a suitable choice of C ensures that each P" has only
real zeros by proving that the minima of p,,(x) - 1, x E R, are less than
-1, provided that C is large enough. This is achieved by showing that for
k 5., j", k ~ 1, each interval [X k, x k_ J] contains a point gk such that

(9)

Let s > 1 be such that Ei < l/s for every j. We set gk = sX k for
1 5., k 5., j". For j < k we have that

1
1 - gk 1= 1 - S x k = 1 _ s~ X

k
_

1
'" Xi +

1

xi xi Xk-I Xk-2 xi

=l-s£ ···£>l-si + l - k •k-I ; - ,

and for j ~ k we have that

( 10)

=s(£ ... £. )-I_l>S(;-k+I)-I (11)
k /-1 - .

Since s> 1, there is some integer k o so that Sk+l - 1 > 1 for k > k o.
Hence, from (11),

(12)

and from (0),

k-II gj k-l xn 1 - ~ ~ n (1 - si+ I-k) ~ n (1 - S-1') =: B > O. (13)
;-1 x; ;-1 v-a

From (2) and (13) it now follows that

If we now specify

2
C=---.,---

B(s - l)kO

then we have the conditions satisfied which ensure that each P
II

has only
real zeros. This proves Theorem 1.4. I
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4. THE CASE lim inf«x l + I - O/(xi - 0) = 0,
lim sup«xl + I - f)/(X j - f» = 1

Theorems 1.2 and 1.4 answer to a large extent the question for what
decreasing sequences (x) there exist polynomials having only real zeros
which converge uniformly on K = {x) U {f} to a limit function which is
non-zero at f, but which do not converge locally uniformly in C. The case

x - f
Iiminf 1+' = 0,

x J - f
(14)

remains to be considered. We show that in this case both situations can
occur.

PROPOSITION 4.1. There exist a positive decreasing sequence (x) with
limit t satisfying (14), and a sequence of polynomials (p,,) hm~ing only real
zeros, such that (P,,) converges uniformly to 1 on K = {x) U {OJ but not
locally uniformly in C.

Proof We choose t = °and suppose that x I > X 2 > ... > x In > 0
have been found. Construct as in the proof of Theorem 1.4 the polynomial

Then p,,(O) = p,,(x,) = p/x2 ) = .. , = p/x
l
) = 1 and as in the proof of

Theorem 1.4, for some C" large enough the polynomial p" has only real
zeros. Then one can take x ln + I small such that !p,,(x) - 11 < lin for all
x E [0, Xl· + I]. Then one takes Xl + 1 > Xl· + 2 > ... > xJ. > 0 as close to

n n n n+1 'S"

one another as one likes and continues to construct P" + ,.

Following this procedure one arrives at a sequence (x) and polynomials
(p,,) which satisfy the proposition. I

For the proof of the following proposition we need a lemma.

LEMMA 4.2. Let (p,,) be a sequence of polynomials having only real
zeros. Let a < b < c be real numbers such that

(a) every P" is free of zeros in [a, c];

(b) inf" p,,(a) > 0, inf" p,,(c) > 0;

(c) sup" p,,(b) < 00.

Then the sequence (p,,) is normal in C.



POLYNOMIALS WITH RESTRICTED ZEROS 117

Proof From (a) and (b) it follows that the polynomials Pn are uni­
formly bounded away from °on the interval [a, c). For any polynomial P
having only real zeros it is easy to show that

Ip(z)1 ~lp(Rez)l, Z E C,

and so the functions 1/Pn are uniformly bounded in the strip S = {a <
Re z < c}. By MonteI's Theorem 2.1, there is a subsequence (Pn~l) which
converges locally uniformly in S. The limit is identically zero or free of
zeros in S, by Hurwitz' theorem. The former possibility is excluded by the
condition (c). It follows that (Pn ) converges locally uniformly in S to a
limit function having no zeros in S. So by the result of P6lya, cf. Theorem
1.1, this subsequence is locally uniformly convergent in C. I

To construct an example of a sequence satisfying (3) for which there do
not exist polynomials (Pn) having only real zeros, converging uniformly on
K = (x) U {O} but not locally uniformly in C, we look at sequences (x)
containing a subsequence (Xk ) such that

(A) lim/Xu + llX2k ) = °and Xu = ~-XU-I'

(B) Every interval (X2k + j , Xu) contains no points Xi'

(C) Every interval [Xu, X 2k -
J

) contains Ilk + 2 points of K which
are equidistantly spaced, starting at Xu and ending at X 2k - I .

(0) The number Ilk is odd,so that (X2k + X 2k - 1)/2 E K.

PROPOSITION 4.3. Let (x), (Xk ), (Ilk) be as described above. Suppose

)

2
. X 2k + 1
tnf Il k (-- > 0.

k--+oc Xu
(15)

If (Pn ) is a sequence of polynomials whose zeros are real and which
converges uniformly on K = (x) U {O} to a function which is non-zero at 0,
then (Pn) is locally uniformly convergent in C to a function in .:f,qiJ.

Remark. The conditions of the proposition are certainly not the best
possible. But it is only our aim to give an example.

Proof We may assume p/O) = 1 for every n. If for some 8 > 0, Pn is
free of zeros in [0, 8] for all n, then Lemma 4.2 implies that (Pn ) converges
locally uniformly in C. Therefore we may assume that the smallest positive
zero of Pn tends to 0 [passing to a subsequence if necessary].

Let Xi" be the largest member of (x) such that Pn is free of zeros in
[0, x) Let X 2k ,,+1 be the largest X k with odd index smaller than Xi,,' We
have limn jn = 00, limn k n = 00.
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We are going to prove that for large enough n, Pn has at least V k zeros
in the interval (X2k ,X2k _I)' n

Let us first assu~e thant (X2k , X 2k ~l) contains no zeros of Pn for all
large enough n. Then x jn E (X;~n+l' X2kn +1). The polynomials

are zero-free in [0,1]. Since Q~1)(O) -) 1, Q~l)(I) -) 1, and Q~1)(I/2) -) 1,
cf. property (D) above, it follows by Lemma 4.2 that (Q~I» is a normal
family in C. It is easily seen that the only possible limit function is the
constant function 1. Note however that Q~I)(Z) has a zero in [-1,0]
(because of property (A». So P" has at least one zero in (X2k ' X 2k - 1)'

The interval (X2k
n
' X 2kn ~ I) consists of vk

n
+ 1 subintervals (x~, x j _ ~) all

having length

X -Xt5:= 2kn~ 1 2k n
n v kn

Since for large n, Pn(x) > °for every x j E [X2kn, X 2kn - 1 ], Pn has an even
number of zeros in every subinterval (x j ' x j _ I ). If p,,(z) contains fewer
than v kn zeros in (X2kn , X 2kn - l ) we can find a subinterval [x j + I' Xi_I] free
of zeros, but such that [x j + 1 - 0"' Xj~ I + on] contains a zero of p,,(z).
Considering the polynomials

and arguing as above, we arrive at a contradiction. Hence there are at
least Vk zeros of p,,(z) in (X2k ' X 7k ~I) for all large n.

Writi~g n ~ n

we see that Q~3)(z) tends to 1 for z = 0, 1/2, 1 so by a now familiar
argument, the sequence (Q~3» converges to 1 locally uniformly in C. Hence
for large n, Pn is zero-free on [-MX2k +1' MX2k +1]' where M is some
fixed positive constant. We choose M = '9. n

Now, let

where a k = ak." denote the positive zeros of Pn and - hi = - hi." denote
the negative zeros. Put cP,,(x) = log(p/x» for Ixi S X 2kn + l • Then it easily
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follows by a Taylor expansion that 4>n(x) = Sn(x) - Tn(x) with

and where for n large enough,

119

Because the interval [X2k , X 2k _I] contains at least l'k zeros, we have,
from property (A), n n n

1 (1)2 1 ( 1 )2L. - > lJ = -lJ --
k az - k n X

2kn
- 1 4 k n X

2kn

By the assumption (15) this implies, again from property (A),

for some p > 0 not depending on n. Hence Tn(XU +2) ~ p. Choose n so
large that (16) holds and n

Then

Taking into account that 2X2kn + 2 = X Un + 1 so that

it follows that
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and hence

CLUNIE AND KUIJLAARS

However, from 2X2k +2 = X 2k + I and the bounds on An(x) and B/x),
we find that n n

which is a contradiction.
This proves the proposition. I

5. PROOF OF THEOREM 1.5

By a straightforward change of coordinate systems Theorem 1.5 is
equivalent to:

PROPOSITION 5.1. Let (z) be a sequence in {izi < l} with Zj = Pjeiebl "* 0
(j ~ 1) such that Zj ~ 0 (j ~ 00). Suppose that there is an r > 0 such that
for every jo there exist j, k ~ jo such that

Set K = {z) u {O}. Let f(z), z E K, be a function on K with f(O) = 1 and
f(z)"* O(j = 1,2, ... ).

Let (Pn) be a sequence of polynomials whose zeros lie in {1m z ~ l} and
such that Pn(z) ~ f(z) (n ~ 00), pointwise on K. Then (Pn) converges
locally uniformly in C.

Proof of Proposition 5.1. We may assume that p/O) = 1 for n ~ 1 and
then

If wn , k = W = U + iv corresponds to the zero g + i1], then

w=



POLYNOMIALS WITH RESTRICTED ZEROS

and so
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{
u=-----=--~e + 1/2'

Since 1/ ~ 1 it follows that

Consider, for Izi < 1,

4>n( z) = log Pn( z) = an, ,z + an,2z2 + ...

with 4>n(z) the branch of the logarithm for which 4>n(O) = 0 and

( _1))-1 .

an ). = . L w~ k'
• } k 0

From (17) we see that for j ~ 2,

1 ) 1 2 1 1
lan)l ~ --:- Elwn kl ~ --:- I:lwn k l ~ --:- EVn k ~ --:-Ian II.

o ] 0 } 0 ] , J 0

Hence, for Izi ~ 1/2,

Iz 12
2

Ian 2 z 2 + an 3 z 3 + ... I ~ Ian I I- (1 + Iz I + IZ I + ... )
., 0 2

Izl 2

= Ian) 2(1 - Izl)

~ Ian II Iz1 2
;

and therefore for such z,

(18)

Put an. I = Mne iIJn • If (Mn) remains bounded we see from (18) that the
functions 4>n( z) are uniformly bounded on {I z I ~ 1/2}, hence so are the
polynomials Pn(z) = e4>n(Z). Then as in the proof of Theorem 1.2 we
conclude that (Pn ) converges locally uniformly in C.

We now assume that (Mn ) is unbounded. Passing to a subsequence, we
may assume that (8n ) converges, say with limit 8. Let jo be such that for
every j > jo we have Izjl < 1/2 and f(zj) *- 0 and let j > j(J. From (18) it
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follows that, for every n,
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Re{<t>n(zj)] = MnPjcos(<t>j + en) + Re{ Rn(zJ],

Re[ Rn(zJl ~ MnP},

so that

(19)

We have

(n~oo);

so (Re[<pn(z)])n remains bounded. Letting n ~ co in (I9) it follows since
(Mn ) is unbounded,

where 8 = limn 8n. Now let j, k > jo be such that sin(<pj - <Pk) ~ r, Pj <
r/4, Pk < r/ 4, where r is the number in the proposition. Then

and

Icos(<pj + 8)! ~ r/4, ICOS(<Pk + 8)1 ~ r/4,

COS(<Pk + 8) = COS(<Pk - <Pj + <Pj + 8)

= cos( <Pk - <Pj )cos( <Pj + 8) - sin( <Pk - <pJsin( <Pj + 8)

and so

Hence

r(l _ ~)1/2 < !:-
16 - 2'

which is impossible, since 0 < r < 1. This contradiction implies that (Mn )

is bounded and so the theorem is proved. I
Remarks. (i) Let K be a set containing a complex sequence (z) with

its limit ~ E Urn z < O}. Suppose IZ j - ~I is decreasing. Combining Theo­
rems 1.2 and 1.5 we see that if a sequence of polynomials with zeros in the
closed upper half-plane exists which converges uniformly on K, but not
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locally uniformly in C, to a function I with I({) '1= 0, it is necessary that

• inf}/zj+1 - {lllzj - {I) = 0,

• arg(zj - n converges mod rr.

In view of Proposition 4.1 and the Hermite-Biehler theorem, see [7,
p. 256], these two conditions are not sufficient. It might be interesting to
know necessary and sufficient conditions.

(ii) The construction given in the proof of Theorem 1.4 does not apply
in case 1m { < O. The following example gives a sequence (z) converging
to {,1m { < 0 satisfying both conditions above for which there exists a
sequence of polynomials (Pn ) with only real zeros which converges uni­
formly on K to 1 but not locally uniformly in C.

For the example we use functions of the form eaz with a E R. Such a
function belongs to 2'-.9': it is the locally uniform limit of the polynomials
(1 + azI k)k. Hence it is clear that in the example the exponential func­
tions can be replaced by such polynomials.

Let

{= i,

where (v) is an increasing sequence of positive integers such that for a
subsequence ii' i 2 ,···, Vjn + 1 - Vin ~ 00 (n ~ (0). Set

In(z) = exp(2rr' 2"jn z).

It is not difficult to show that In(z) ~ 1 (n ~ (0) uniformly on (z) u (n,
but Un) is not locally uniformly convergent in C.

(iii) In Theorem 1.5 the condition 1m { < 0 plays a crucial role in the
proof. The next example shows that this condition is also crucial for the
conclusion of the theorem, i.e., it is no longer true in the case 1m { = O.

Let (v) be a sequence of positive integers with vj + 1 - v) ~ 00 (j ~ (0)
and set

Define

and then In(z) ~ 1 (n ~ (0) uniformly on K = (z) U (OJ. However, Un)
is certainly not locally uniformly convergent in C. The functions In belong
to Y-/}lJ so we may replace them by a suitable sequence of polynomials
having only real zeros.
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If we consider the sequence (Z j + ?) converging to some? with 1m ? < 0,
then we have a sequence that satisfies the condition of Theorem 1.5.
Hence it is clear that the cases 1m ? = 0 and 1m? < 0 are significantly
different.

(iv) Finally one might wonder if the requirement f(?) * 0 of Theo­
rem 1.2 is necessary and that the result might still be true if fez) * 0
(j ~ 0, fez) ~ 0 (j ~ (0). The following example shows that the theo­
rem is not true in this case. Let Zj = i/2 j and fn(z) = Z • e2rr2nz. Then
fn(z) ~ Z (n ~ (0) uniformly on K = (z) U {O} and Izj+11/lzjl = 1/2,
but (In) is not locally uniformly convergent in C.
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